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Nanoparticle-based photoacoustic analysis for
highly sensitive lateral flow assays

Yunfei Zhao,a Yin Huang,a Xiangwei Zhao,*b John F. McClellandc and Meng Lu*a,d

This paper demonstrates a photoacoustics-based lateral flow test

that takes advantage of the strong interaction of light and gold

nanoparticles to quantitatively detect a disease biomarker. For a

commercially available lateral flow test strip, the photoacoustic

analysis improved the detection limit by two orders of magnitude

compared to colorimetric measurements.

Lateral flow immunoassays (LFAs) enable the simple and rapid
analysis of biomolecules in complex biological samples, such
as human body fluids.1 LFA tests require minimal effort for
sample preparation and are thus desirable for point-of-care
testing at home and in clinics.2–4 Robust, inexpensive, and por-
table LFA tests have been successfully used for food safety
monitoring, disease diagnostics, and drug tests.5,6 Most LFA
sensor strips consist of a nitrocellulose substrate that contains
a series of functional areas, each of which stores a specific
chemical reagent. Driven by capillary force, liquid samples
transport along the LFA strip and react with the reagents. The
presence of the target analyte causes a change in the output
signal, whose intensity is measured for qualitative or semi-
quantitative analysis. Colorimetric sensing is the most often
used signal readout method for LFA tests.7 The colorimetric
analysis allows a read-out with the naked eye but has the draw-
back of poor sensitivity compared with laboratory-based mole-
cular techniques. On the other hand, high detection sensitivity
is critical for some disease-relevant analyses, particularly in
cases where the analyte concentration is extremely low. For
example, a protein biomarker expressed by cancer cells may be
present at concentrations below 100 pg mL−1 in a blood
sample.8

To improve the sensitivity of LFA tests, new technologies
have been investigated, including the methods for concentrat-
ing analytes on paper strips,9,10 quantitative readout
systems,11–14 and new detection mechanisms.15–28 For
instance, hand-held LFA readers with integrated sensing
elements or smartphone-based readers that utilize the built-in
hardware of the phones,12,13 have been developed to readout
LFA signals. These readers can detect and quantify signals
better than naked eyes and thus improve the sensitivity of
LFAs. New detection mechanisms, including fluorescence,15

chemiluminescence,16 surface enhanced Raman scattering
(SERS),17 and electrochemical detection,18 have also been
demonstrated in conjunction with sensitive detection instru-
ments. Moreover, as highlighted in the recent review,19 nano-
material labels, including metal nanoparticles,20–22 quantum
dots,23–25 magnetic nanoparticles,26–28 are capable of boosting
the performance of LFA tests by generating strong and stable
signals. Each of these technologies offers clear advantages but
with some constrains. For example, the methods that concen-
trate analytes can increase the analyte concentration above the
detection limit before the measurement takes place. However,
these methods require large sample volume and increase the
overall assay time. Compact LFA readers are compatible with
most commercial LFA sensor strips but still lack sensitivity for
the detection of low concentration analytes. In contrast, the
new detection mechanisms offer high sensitivities at the
expense of making major changes to the existing LFAs.

Another direction for improving the LFA is to explore the
localized surface plasmon resonance (LSPR) of the gold nano-
particles (AuNPs), which have been adopted in many commer-
cial LFA tests. For example, Bischof’s group demonstrated a
way to improve LFA sensitivity by using the photothermal
signals generated by AuNPs.29 The photothermal detection uti-
lizes the strong light absorption of AuNPs owing to LSPR
mode, which represents the oscillation of free electrons in
metal nanoparticles.30 Based on the LSPR effect, the metal
nanoparticles have been exploited for many chemical and bio-
molecule sensing applications.31–36 In this paper, we exploited
AuNPs for the development of a photoacoustics (PA)-based
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detection mechanism to achieve a highly sensitive and quanti-
tative LFA test. PA detections relying on the light-induced
acoustic signals have been widely used in chemical analysis
and in vivo disease diagnostics.37–47 For example, PA-Fourier
transform infrared spectroscopy is a well-established analytic
method.37,38 The PA spectroscopy can also detect chemicals
using thin-layer chromatography plates.39,40 PA tomography
and imaging techniques have been recently developed for
in vivo disease diagnostics using high-power pulsed lasers as
the excitation source.41–47

The PA method benefits LFA tests in two aspects: (i) the
reduced system noise owing to the input and output signals
residing in two different energy domains, and (ii) the strong
and reliable PA signal generated by the AuNPs. PA measure-
ments are performed without experiencing any difficulties
with the collection and detection of photons that are common
to reflection/transmission, fluorescence, and Raman spectro-
scopies; thus, expensive photodetectors and optical filters are
not needed.48,49 When illuminated by a laser at the LSPR wave-
length, AuNPs can efficiently heat the surrounding medium
and generate strong PA signals.50–54 Our group recently
demonstrated that PA detection was capable of sensing less
than 10 AuNPs within an area of 100 μm2 using an inexpensive
instrument.55

As shown in Fig. 1a, to start a LFA test, an aqueous sample
is pipetted onto a paper strip that contains antibody-conju-
gated AuNPs and other reagents. On the conjugation pad, the
analyte binds to the AuNPs. The resulting analyte-AuNP
complex wicks up the paper strip under the action of a capil-
lary force and is captured at the test line, where the capture
antibodies reside. The density of AuNPs at the test line reflects
the concentration of the analyte. Meanwhile, a control line
develops which indicates the proper flow of the sample. To
quantitatively measure the AuNPs at the test line, we adopted
the PA-based sensing approach. The PA technique generates
quantitative signals based on a 3-step process including the

light absorption by AuNPs, the conversion of the absorbed
energy into heat, and the subsequent heat-induced thermal
expansion of the adjacent air that generates pressure oscil-
lations. In this work, the setup uses a continuous wave laser
source and a commercial PA detector. The LFA sample is
enclosed in a small-volume and air-tight chamber. The acous-
tic signal, in the form of a pressure oscillation, is produced in
the small-volume chamber by heat transfer from the sample to
the air in its vicinity, resulting in thermal expansion and press-
urization of the air with little contribution from thermal
expansion within the sample itself. The frequency of acoustic
signals in this work is determined by the modulation fre-
quency of the laser beam, which is in the infrasound frequency
range (<20 Hz). Two customized PA detection schemes were
implemented for the LFA analysis.

The first scheme, so-called the “chop mode”, employed an
optical chopper to modulate the intensity of the excitation
laser as shown in Fig. 1b. The resulting PA signals appeared as
triangular waveforms, and the peak-to-peak value was used as
the PA signal amplitude (Fig. 2a). The amplitude of the PA
signal reflects the concentration of AuNPs at the test line,
which is proportional to the concentration of the analyte. The
drawback of the chop mode is that the AuNPs and the paper
strip both generate PA signals. The paper strip absorption con-
tributes to the background signal (blue trace of Fig. 2a), and
since this background varied from strip to strip, it becomes a
problem when comparing data from one strip to another. To
overcome the background signal problem, we devised a new
measurement scheme, the “scan mode”, in which an
unchopped continuous wave (CW) laser beam was scanned
across the test line where the AuNPs resided (Fig. 1c). In con-
trast to the chop mode, the scan mode of PA signal generation
from the AuNPs employed spatial modulation by the pattern of
the test line, resulting in a strong PA signal as shown in
Fig. 2b. In the scan mode, the paper strip absorbs a constant
amount of the excitation light at different locations as the
laser beam scans across the strip. Without a change of the
heat generation, the sample temperature maintains at a con-
stant value, and the system is in a thermal equilibrium state.

Fig. 1 Schematics of the LFA paper strip and two PA detection setups.
(a) Shows an LFA paper strip illuminated by a laser beam to generate PA
signals. (b) and (c) Illustrate the PA detection systems for the chop mode
and the scan mode, respectively. (Not to scale).

Fig. 2 Measured PA waveforms for AuNPs absorbed in a porous sub-
strate. The PA waveforms shown in (a) and (b) were measured using the
chop mode and the scan mode, respectively. The chopping frequency
was 13 Hz and the scanning speed was 3 mm s−1. For both schemes, the
peak-to-peak values were calculated as the PA signals.
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Thus, the background PA signal (blue trace of Fig. 2b) is nearly
zero. The result suggests that the scan mode is capable of gen-
erating a AuNP-specific signal when the laser beam is scanned
across the test line with a significantly reduced background
signal from the paper strip.

To demonstrate that the PA measurement is suitable for a
highly sensitive analysis, we first measured the AuNPs
absorbed into a polyvinylidene difluoride (PVDF) membrane.
The waveforms of PA signals for three different concentrations
(1011 nanoparticles NPs mL−1, 3.3 × 1010 NPs mL−1, and
0 NPs mL−1) are compared in Fig. 2. A CW green laser (Pmax =
50 mW, beam size = 0.5 mm, and λ = 532 nm) and a commer-
cial PA chamber (PAC-200, MTEC Photoacoustics Inc.) were
used for both modes of PA detections. The microphone (B&K
4176, Brüel & Kjær) installed in the small PA chamber (volume
< 1 cubic centimeter) measured PA signals in the form of
pressure oscillations. In the chop mode, a modulation fre-
quency of 13 Hz was chosen, and the PA output was a triangu-
lar wave (Fig. 2a). For the scan mode, the scanning speed of
the laser beam was fixed at 3 mm s−1 and the PA output was
an under-damped pulse, as shown in Fig. 2b. Additional
details regarding the testing parameters can be found in the
Experimental section.

We also compared the detection sensitivity of the PA
methods with that of the conventional colorimetric method.
AuNPs samples were prepared on PVDF membranes, with
AuNP concentrations ranging from 0 NPs mL−1 to 1012 NPs
mL−1. The colorimetric signals were obtained by analyzing pic-
tures (Fig. 3a) of the samples using an image processing soft-
ware (ImageJ). Fig. 3b shows the dose–response curves for the
PA-based measurements and the colorimetric method. The
colorimetric data points exhibited significant fluctuations
when the AuNP concentration was below 3.3 × 1010 NPs mL−1.

For the PA-based measurements, the chop mode improves the
sensitivity to below 1010 NPs mL−1. In contrast, the scan mode
was capable of detecting AuNPs at the concentration as low as
109 NPs mL−1 and exhibited the largest dynamic range: 109 to
1012 NPs mL−1 because the background signal caused by the
optical absorption of the PVDF membrane had been effectively
reduced.

Assured by the feasibility study, the PA-based LFA tests were
carried out by using cryptococcal antigen (CrAg) as an
example. For patients infected by human immunodeficiency
virus, cryptococcosis is a fatal fungal disease. The detection of
CrAg in a human body fluid sample can enable a definitive
diagnosis of cryptococcosis.56 Here, the PA-based detections
were applied to quantify CrAg using a Food and Drug
Administration (FDA)-approved LFA kit (IMMY Inc.). Before
the experiment, the standard CrAg sample contained in the kit
was diluted to prepare the CrAg titer with two-fold dilutions.
CrAg samples (200 μL) were pipetted onto the sample pad of
the LFA paper strips. For each concentration, we prepared
three replicates by applying the sample to three different LFA
substrates. The detailed assay protocol is described in the
Experimental section. Fig. 4a shows the photos of four LFA

Fig. 3 Comparison between PA-based detection methods and colori-
metric analysis for AuNPs on porous substrates. (a) Optical images of the
AuNP coated PVDF porous membranes with AuNPs in a two-fold
dilution series. (b) Dose response curves of AuNPs on the PVDF mem-
brane, obtained using three different detection methods. Both the signal
response and the AuNP concentration are plotted on a logarithmic
scale. Within the proper sensitivity ranges, the data points were fitted
using a linear function for all three data sets.

Fig. 4 Results of the CrAg titer on the LFA paper strips. (a) Photographs
of the LFA paper strips for three CrAg samples with CrAg concentrations
of 100, 10, and 1 ng mL−1, as well as a negative control sample. The test
and control lines on the paper strips are labeled. At the lowest concen-
tration (1 ng mL−1), the test line cannot be distinguished from the back-
ground with naked eye. Using the 100 ng mL−1 sample, we imaged a
region inside the test line by SEM, in which the AuNPs appeared as the
bright spots. (b) Comparison between dose–response curves of the col-
orimetric, chop mode and scan mode PA measurements. The measure-
ment results are fitted using the five-parameter logistic curves provided
in the Experimental section. The LODs for the colorimetric readout, the
chop mode and the scan mode PA measurement, were calculated as
1.10, 0.57 and 0.01 ng mL−1, respectively.
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paper strips after the control and test lines were fully develo-
ped. The colloidal AuNPs absorbed on the nitrocellulose fiber
at the test line were illustrated by the scanning electron
microscopy (SEM) image in Fig. 4a. For colorimetric analysis,
the pictures of the paper strip for each CrAg sample concen-
tration were taken and analyzed using ImageJ. The PA signals
from the test line on each paper strip were measured using the
previously described system. The dose–response curves of the
colorimetric analysis, chop mode and scan mode PA detec-
tions are compared in Fig. 4b. To quantitatively evaluate the
performance of each detection method, the measured data
points were fitted using the non-linear curve fitting shown in
the Experimental section. The limits of detection (LODs), at
which the signal intensity was equal to the control signal plus
three times the standard deviation of its replicates, were identi-
fied using the fitting curves. For each of the three detection
methods, i.e. colorimetric, chop-mode and scan-mode ana-
lysis, three negative control samples were measured. The
average values of the negative controls and their standard devi-
ations (σ) for the colorimetric method, PA chop mode, and
scan mode are: 7.5 cts. (σ = 3.78 cts.), 0.37 V (σ = 0.053 V), and
0.27 V (σ = 0.054 V), respectively. The colorimetric method,
chop mode, and scan mode PA detection exhibited the LODs
of 1.1 ng mL−1, 0.57 ng mL−1, and 0.010 ng mL−1, respectively.
The results clearly showed that both the PA-based methods
provided a more sensitive and quantitative analysis than the
conventional approach. In particular, the LOD of the scan
mode PA measurement was more than 100 times lower than
that of the colorimetric method.

Two additional experiments were performed to study how
the power and the wavelength of the excitation light affected
the PA signals. Using the scan mode PA approach, the samples
for the CrAg titer were measured again under a different exci-
tation condition. First, the output power of the 532 nm NdYAG
laser was reduced to 5 mW using a neutral density filter.
Fig. 5a compares the dose–response curves for the CrAg titer
measured using 50 and 5 mW outputs. The PA signals
decreased approximately 10-fold when the excitation intensity
was reduced by a factor of 10. As we expect, the PA signal is

proportional to the intensity of the excitation light. When the
excitation power was 5 mW, the average PA signal of the nega-
tive control samples was 0.021 V (σ = 0.004 V), which was
approximately 10 times lower than the value measured using
the 50 mW excitation. The LODs were calculated to be 0.012
ng mL−1 and 0.010 ng mL−1 for the excitation power of 5 mW
and 50 mW, respectively. Since the PA signal noise caused by
the paper strip has been minimized in the scan mode, the
result suggests that the background noise is caused by the
non-specific binding of the AuNPs at the test line.

The LSPR mode of AuNPs varies with the surrounding
medium and distribution of AuNPs. Therefore, the absorption
capability of AuNPs is wavelength dependent. The effect of the
laser wavelength was investigated on the measurement of
AuNPs embedded in a porous paper substrate. The same
dilution series of LFA strips were measured using the green
laser and a HeNe laser at 632.8 nm; both lasers had an output
power of 5 mW. The PA signals were measured in the scan
mode. As shown in Fig. 5b, the PA signals slightly changed
with respect to the excitation wavelength. There were subtle
differences between the results for the two lasers. At concen-
trations below 1 ng mL−1, the PA signals excited by the green
laser were stronger, as the LSPR mode of well-dispersed AuNPs
had a resonance wavelength near 532 nm. Using the 632 as the
excitation, the average PA signal of the negative control
samples was 0.021 V (σ = 0.004 V) and the LOD was calculated
to be LOD of 0.013 ng mL−1, close to the 0.012 ng mL−1 LOD
of the 532 nm excitation. On the other hand, the PA signals for
the samples with concentrations over 1 ng mL−1 were stronger
when the red laser was used. This phenomenon was mainly
caused by an increase in contribution from the inter-particle
resonance coupling because the average distance between
AuNPs could be smaller at higher concentrations and hence
the inter-particle resonance was stronger.

Conclusions

To summarize, a new PA detection method was demonstrated
to improve the sensitivity of LFA tests. In contrast to the semi-
quantitative colorimetric analysis, the PA method enabled the
quantitative and sensitive detection of a low concentration
analyte using LFAs, owing to the strong LSPR of AuNPs and
the effective elimination of a PA background signal associated
with ambient light noise. Two types of PA measurement
schemes were implemented, which modulated the laser light
absorption in different ways. With scan mode PA detection,
the light absorption was modulated spatially and was specifi-
cally designed to enhance the PA signal from the test line on
standard LFA strips. This customized PA detection scheme
effectively minimized the background signal arising from the
paper substrate. The PA-based LFA was applied for the detec-
tion of CrAg using an FDA-approved LFA kit. The LODs of the
analyte for colorimetric measurements, chop mode PA detec-
tion, and scan mode PA detection were 1.1 ng ml−1, 0.57 ng
ml−1, and 0.010 ng ml−1, respectively. The PA method was

Fig. 5 Dose response curves of the same CrAg dilution series measured
under different excitation conditions. All the results were obtained using
the scan mode PA approach. (a) Dose–response curves obtained using
the green laser with 50 and 5 mW outputs. (b) Dose–response curves
measured using the green laser and red laser, respectively.
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capable of decreasing the detection limit of the CrAg detection
by a factor over 100. It is worth noting that this factor was
characterized using standard CrAg samples. Our follow-up
research will apply the PA-based LFA test to measure patient
samples with the potential of reducing the LOD of paper-based
sensors to the physiological concentration range of cytokine
biomarkers in human serum.57 The simple and low-cost PA-
based LFA will be valuable for in vitro diagnosis of early stage
diseases using a drop of blood collected by a finger prick. Such
a capability currently requires a laboratory-based approach,
such as an enzyme-linked immunosorbent assay. Here, the PA
apparatuses were developed using the off-the-shelf com-
ponents. There is plenty of room to miniaturize the size and
reduce the cost of the detection system for the application in
resource-limited settings. For example, the laser source can be
replaced using a LED that emits in the absorption band of the
AuNP and the light source, microphone, and readout circuit
can be fully integrated with the detection chamber into a
palm-size box.

Furthermore, the tremendous progress in paper-based
microfluidics enables the detection of multiple analytes.58,59

A panel of biomarkers associated with a complex disease, such
as cancer, can be simultaneously measured using one LFA
strip, by creating multiple lanes separated by hydrophobic bar-
riers. In addition, recent developments in paper-based syn-
thetic biology provide an alternative method to the antibody–
antigen binding to deal with a wide variety of chemical and
biological substances.60 Together with these new advances, PA-
based LFA will enrich the applications of LFAs in the field of
point-of-care disease diagnostics, food safety, and environ-
mental monitoring.

Experimental section
Preparation of bare AuNP on porous substrates

For the feasibility test, bare AuNPs suspension in water
(Nanopartz) was diluted to the following concentrations (in
NPs mL−1): 1 × 1012, 3 × 1011, 1 × 1011, 3 × 1010, 1 × 1010,
3 × 109, and 1 × 109. The size of the colloidal AuNPs is 40 nm
with the size distribution of CV < 10%. In our work, 20 μL of
each sample was pipetted onto a PVDF membrane and dried in
air for 15 minutes. For each concentration, three replicates were
prepared. After being dried, the samples were ready for further
measurements. In the PVDF substrate, the AuNPs exhibited a
strong absorption in the wavelength range of 500 nm–600 nm.

Lateral flow assay

The lateral flow device used in this work composes of a dip-
stick-shaped membrane with the five consecutive zones: the
sample filter pad, conjugation pad with AuNP-conjugated anti-
cryptococcal and goat IgG (control) antibodies, test line with
immobilized anti-cryptococcal monoclonal antibodies, control
line with immobilized bovine anti-goat IgG antibodies de-
posited near the other end of the membrane, and absorbing
pad. The tests were performed by placing LFA dipsticks in cen-

trifuge vials containing liquid samples. The sample pad was
submerged in the specimen that allowed the wicking up of the
specimen together with the AuNP-conjugated antibodies. The
complex continued to wick up the membrane until it reached
the test line where the AuNP-conjugated cryptococcal anti-
body–antigen complex was immobilized at the test line by the
anti-cryptococcal antibodies. The accumulation of AuNPs deve-
loped as a visible line at the test and control lines.

The CrAg samples were prepared in a dilution series that
contained the following concentrations (in ng mL−1): 100, 50,
25, 12.5, 6.25, 3.125, 1.563, 0.781, 0.391, 0.195, 0.098, 0.049,
0.024, 0.012, and 0.006. During a test, the LFA paper strip was
dipped into a vial containing the samples and was incubated
for 10 minutes at room temperature. For each concentration,
three duplicated strips were prepared. Then the strips were
taken out of the vials and dried at room temperature for
15 minutes. After drying the samples were ready to be
measured.

Visual contrast measurement

Visual images of the AuNPs on PVDF membranes and the LFA
test strips were taken by a digital camera without flash light.
The images were analyzed using ImageJ (an open source
image processing program). The captured 24-bit RGB images
were split into red, green and blue channels. Since the scatter-
ing of the AuNPs is strong in the green wavelength range, we
chose the green channel to generate the visual contrast value.
A number from 0 to 255 represented the brightness of each
pixel. To analyze a sample, an area of interest was selected and
the averaged brightness was calculated for the area with and
without the AuNPs. The visual contrast of the sample was cal-
culated as the difference between the averaged brightness of
the blank substrate and AuNPs coated area. We repeated the
above steps for all the samples to obtain the contrast values
for each sample.

Photoacoustic measurement

For both chop and scan modes, we measured the samples
using the MTEC PAC-200 PA detector. An oscilloscope (TDS
2014, Tektronix) was connected to the PA detector to measure
the PA waveforms. Since the AuNPs used in our experiments
exhibited the LSPR resonance in the wavelength range of
500 nm–600 nm, a CW, frequency-doubled, Nd:YAG laser (λ =
532 nm, Pmax = 50 mW, PN: G15012, Mingnuo Optoelectronics
Inc.) was used as the excitation source. For the chop mode, the
intensity of the laser beam was modulated by an optical
chopper (MC2000B, Thorlabs Inc.) at a modulation frequency
of 13 Hz. The optical chopper generated a square-wave modu-
lated excitation. The resulting PA waveform was a triangular
wave at the same frequency. The rising edge and falling edge
corresponded to the on time and off time of the square-wave
excitation, respectively. In the scan mode, the laser intensity
was kept constant and the laser beam was scanned across the
sample at a speed of 3 mm s−1. Since the PA signal increases
with the decrease of the modulation frequency/scanning
speed, a low frequency/speed was chosen to enhance the
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signal-to-noise ratio of the measurements. For both modes,
the peak-to-peak amplitude value (Fig. 2) was defined as the
PA signal. A neutral density filter was used to adjust the power
of the excitation. For the study of wavelength effect, the green
laser was replaced by a He–Ne laser (λ = 532 nm, Pmax = 5 mW,
Melles Griot).

Analysis of dose response curve

The measured dose response results were fitted using the 5
Parameter Logistic (5-PL) fitting formula:

y ¼ Amin þ Amax � Amin

1þ x
x0

� ��h
 !s ;

where Amin is lower asymptote, Amax is upper asymptote, x0 is
the dose where the response is halfway between bottom and
top, h is the hillslope, and s is a control factor. The fitting was
performed using OriginLab 9.0. To calculate the LOD, we cal-
culated the signal of the respective control (the sample
without analyte) for each titer, added three times of its stan-
dard deviation, and then identified the corresponding concen-
tration of this value through the use of the aforementioned
5-PL fitting curve. The found concentration of analyte was
defined as the LOD value. The standard deviation was calcu-
lated using three replicated LFA strips for each analyte
concentration.
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